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Transcription

Case Study: Analysis of Credit Defaulters

CASE STUDY INTRODUCTION

Golden Corp.
O Golden Corp. is a financial corporation which offers a wide range of credit cards to its customers

O Ms. Gocha, Head, Decision Analytics Division of Raipur is worried about the increasing default rate in
her region and wants to get insights on default patterns before modifying existing policies for issuing
credit cards

In this video, we will discuss application of interval estimation and hypothesis testing through a practical example. We
will look at the case of Golden Corp, which is a financial institution offering wide range of credit cards.

Within Golden Corp, we have Ms. Gocha who heads a decision analytics team in Raipur. She is worried about the

default rate in her region and thinks that the existing policies of the company need to be modified. Before doing that,
she wants to analyse the historical data and get some insight on default and spending patterns of credit card holders.

CASE STUDY : OBJECTIVE

What is the average credit score of defaulters?

What should be the cut-off score for second level of
scrutiny?

Does the population default rate of those who have
more than 10 accounts exceed 20%?

Which group is a better target for Golden Corp:
customers with home mortgages or those who rent?

| N

She goes on to discuss the project with her colleague Ram, and they decide on some of the more important objectives.
The objectives are:

e One, what is the average credit score of defaulters?
e Two, what should be the cut-off score for a second scrutiny?
o Three, if the population default rate of those who have more than 10 bank accounts exceed 20%.
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And four, which group is a better target for Golden Corp, customers with home mortgages or customers who
rent their houses?

CASE STUDY INTRODUCTION =

The Golden Bank

Ram, Data Analyst, collects files of 1,000 customers and collates data on — credit score, mortgage, income, monthly
debt, and number of bank accounts held, and default history

We look at each of these objectives in greater detail. After discussing the objectives, Ram collects random files of 1000

credit card holders from the data team. He collates information on credit score, mortgages, income, monthly spending,

number of bank accounts held and customers default history.
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Let us take a look at the data. We have customer ID. We have home ownership, whether the customer owns a house,
rents it or has a home loan. Then, we have credit score of customers, his or her monthly income, monthly debt or
average credit card bill of the customer.

Then, there is number of open accounts, which is the total number of bank accounts held by the customer. Finally, we
have default, which is one if the customer has defaulted on three or more consecutive bill payments and zero

otherwise.
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What is the average credit score of
defaulters?

Coming back to the objectives, here is the first one, what is the average credit score of defaulters? How do we go
about this? We have a sample data set, and based on the sample, we can estimate the 95% confidence interval for
population mean of defaulters’ credit score.
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1t ata[datasDefault
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Let's look at that in R. So, we start with reading the data, we again use read.csv function here. The data is called credit
card dot csv. Once we run it, we can do head data. We can also see the data here in this window. It has 1000
observation, which is on sample size.

Now, we want to estimate the confidence interval for credit score of defaulters. So, first we would need to subset the
data. We only need the data of defaulters and defaulters would be all the data points or all the customers for whom
default is equal to 1.

So, net subset R data, we have formed defaulters, which is data such that data dollar default equals to 1, and we can
again do head defaulters. So, we have all the customers for whom default is 1.

Next, we want to estimate confidence interval for credit score, and you can see there are NAs here. So, before
estimating the confidence interval, we would need to get rid of these NAs.
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Let us default cs as the credit score of defaulters or the series of these credit scores, and remember how we get rid of
the NAs. We will use na.omit function. So, we will write na.omit cs. So, once we run it, we have a sample of defaulters
of credit score.
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Now, let us estimate the 95% confidence interval for mean credit score amongst defaulters. So, for sample size would
be length of cs and the mean can be calculated using mean cs, which is defined as n here. We have s or standard
deviation equal to sdcs, and then we compute the standard error, which is s divided by square root of n.

Now, as population standard deviation is not known. We will use T distribution and for 95% confidence interval, alpha
would be 0.05, and alpha by 2 would be 0.025. So, the T value at 95% confidence interval can be calculated using QT
function. As we want to estimate two-side confidence interval, we will use alpha by 2 and the degree of freedom for
this T distribution would be n minus 1, which is the sample size minus one.
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Now, we have T, we have standard error, and we have mean, so we can compute the confidence interval by adding
and subtracting se into t from the mean. So, here is the confidence interval, which is 694.05 to 704.28.

Remember, we can also use t sum dot s function here. For that, we first need to call the library BSDA, and then we can
call ts dot test function, mean dot x would be n, s dot x or standard deviation of sample would be s, and n dot x as the
sample size.
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If we run it, we have the confidence interval 694.05 to 704.28. So, based on this sample, we are 95% confident that
the mean credit score of defaulters lie between 694 and 704.3.

INTERVAL ESTIMATION : CREDIT SCORE

95%

694.05 704.28

Credit Score

There is a 95% chance that mean credit score of defaulters lies
between 694.05 to 704.28

We also have the plot here, there's a 95% chance that mean credit score of defaulters lie between 694 and 704.3.

CREDIT SCORE

»

Credit Score Scrutiny
Ram checks with the Due diligence team and learns that at present they conduct a 2nd round of scrutiny if an
applicant's credit score is less than 700. The files with credit score greater than 700 are passed to the approval
team.

Ram and Gocha also discuss about proposing a second scrutiny or inspection for those who have a very low credit
score. Further examination of such applicants can help code and called identify potential defaulters, and it can then
refuse such applications.

How do we define such a score or what should be the cut-off credit score for a second scrutiny? By cut-off score, we
want to estimate the upper bound of credit score amongst defaulters, such that anyone below that score can be
scrutinized again. In interval estimating term, we want to find one-sided confidence interval or the upper bound of
credit score amongst defaulters.
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Earlier, we build a two-sided confidence interval. Now, we just want to get the critical value at the right side of the
distribution. So, going back to R, first, we need the right T value at 95% confidence interval. So, we use QT function,
and we pass 1 minus 0.05. Now, the 5% region is only at the right side of the distribution, and therefore, we use alpha
0.05 and not alpha by 2.

Next, we can calculate the upper bound as m+t x se. So, this is the upward bound, 703.45. With 95% confidence,
population mean of credit defaulters is less than 703.4. We can also estimate confidence interval using t sum dot test

function.

As we want to estimate the upper bound in the t sum dot test function, we will pass alternative as less. Once we run
it, we have one-sided confidence interval, which is the upward bound of 703.4.

CASE STUDY : INFERENCE

95%

703.45

Credit Score
There is a 95% chance that mean credit score of defaulters is less than

We can also see it graphically. Based on the given sample, we found that on average, there is a 95% chance that the
credit score of defaulters is less than 703.4. Therefore, anyone with a score less than 703.4 should be inspected further.



Does the default rate of those

who have more than 10 accounts

exceed 20%?
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Moving on, we also want to check if the population default rate of those who have more than 10 bank accounts exceed
20%. We can perform a hypothesis test for this.

DEFINING HYPOTHESIS

Null Hypothesis

ot

£l

. Default rate of

customers with more
than 10 accounts is
more than or equal to
20%.

Hy 2 0.2

: 1. Default rate of

Alternate Hypothesis
i

customers with more
than 10 accounts is
less than 20%

Hy < 0.2

So, a null would be that default rate of customers with more than 10 accounts is more than 20% or pi is greater than

an equal to 0.2. And our alternative hypothesis would be default rate of customers with more than 10 accounts is less

than 20% or pi is less than 0.2. This is a population proportion test. Let's do it in R.

21 tsum.test(mean.x = m, S.x = 5, N.x

27 pi< 0.2
28 p < nrow(df[dfsDefault — 1,1)/nrom(df
29 ne nrow(df
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nrow(df(dfSDefault == 1,1)/nron(df)
>pi < 0.2
>p

[1] ©.2412869

> signa <- sqre(pi*(1-pi)/n)

> Z_test <- (p-pid/n

> Z<-qnorn(0.95)

>2

[1) 1.644854

> Z_test
[1] 0.0003559212

23 df < doto[dataSNusber.of .Open.Accounts > 10,
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ol 0.2
s 27.8003052413862
se 2.58119354161224
sigma 0.0371390676354104
t 1.65821183003114
z 1.64485362695147
Zotest 0.000355921235092999
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For population proportion hypothesis test, we would want to identify the sample proportion of default amongst those
who have more than 10 accounts. For that, we would subset the data and we'll define DF as data such that number of
open accounts is greater than 10.

So, in DF, we have all the customers who hold more than 10 bank accounts in our sample. Based on the sample, we
want to test the null or default rate of customers who have more than 10 accounts is 20% or 0.2 and the null hypothesis
would be that by pi is less than 0.2. Pi is 0.2, so the pi or population proportion in the hypothesis is 0.2.

Next, we need to estimate the sample proportion or the default rate in DF. So, we can calculate sample proportion or
P using this command. In the denominator, we have all the customers who are more than 10 accounts, which is the
number of rows in DF. And in the numerator, we have those customers in DF who have defaulted, that is where default
is equal to 1.

So, P or sample proportion of default rate for customers who hold more than 10 bank accounts is 0.24. Now to test
this hypothesis, we would want to calculate sigma. We can define sample size as nrow DF, and this is how we would
calculate sigma in proportion test. So, it is square root of pi x 1 minus pi divided by N.

The test statistic that can be used is Z test. So, we'll define the test statistic as P minus pi divided by N, and we can
calculate the critical value using gnorm function. So, we will define C as to gnorm 0.95.

This is a one-tailed test, as our alternative hypothesis is pi less than 0.2, and therefore, we use 5% as rejection region.
The critical value is 1.64, while the test statistic is 0.0003, and since the Z test statistic is less than critical value, we do
not reject the null that pi is greater than equal to 0.2.

dnormi(x,
00 01 02 03 04

We can also plot the graph here, just remember how we will plot the graph using curve function. We will first plot the
normal distribution and we will define the critical region or the rejection region.

So, this is the rejection region, and our test statistic is almost 0, it lies here. The test statistic does not line the rejection
region. Hence, we don't reject the null.
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Based on the hypothesis test, we
fail to reject the null that for
customers with more than 10

accounts, the default rate
exceeds 20%.

So, we can conclude that based on the given sample, we fail to reject the null that customers who have more than 10
bank accounts, the default rate exceeds 20%. Golden Corp should thus be more cautious in approving credit cards to
such applicants.

Which group is a better target for
Golden Corp: Customers with home
mortgages or those who rent?

Finally, the last objective is to identify which group should Golden Corp target in its new marketing strategy. They want
to identify which group can generate more revenue for Golden Corp. Is it the customers with home mortgage or is it
the customers who are living on rent?

We do not include the customers who own houses here, as they are secured borrowers, and that any way given
appropriate offers by Golden Corp, they want to make customized policy for the other group. The other two groups
are also fundamentally comparable based on home ownership as they both pay a considerable proportion of income
on houses, either in terms of EMI or in terms of rents.
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DECISION CRITERIA

Default Rate Credit Spending
Is there difference in default Is there difference in credit
rate of customers with home spending of customers with
mortgages and customers who home mortgages and those
rent? who rent?

o J

So, in order to identify the better target or the higher revenue generating group amongst the two, Ram decides to
check for two factors, default rate and credit spending. So, he wants to check if there is a difference between the
default rate of two groups. For this, we use hypothesis testing for difference in proportion.

= adam - . v m‘l

L
31 Ztest < (p-pi
32 Z<-anorm(@.95 2 nt [1:116] 714 713 678 729 714 716 725 716 707 65.
72413793103

0.220918043707171
"2 0.188569558117841

34 hme-dato[dataSHomeOanership — “Home Mortgage®,
35 rente-data[datatHomeOwnership — "R

dnorm(x)

00 01 02 03 04

So again, we will first need to subset the data to compute the proportion or default rate of the two groups. So, we'll
define HM as the customers who have home mortgage, and we define rent as customers who live on rent. So, we
subset on the home ownership column, and we create two subsets HM and rent here.

Next, we compute the default rate of each group. So, the default rate would simply be the number of defaulters in
that group divided by the total number of customers and then 2. So, for example, P1 or default rate of those who rent
houses would be equal to nrow, number of defaulters in the rent group divided by and nrow of rent group. And
similarly, we will compute the default rate for those who have home mortgage.
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1] -0.01125085
> Z<-qnorm(0.975)
2
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Now, we want to test the null hypothesis that P1 is equal to P2, and the alternative would be P1 not equal to P2. We
can define the sample size here, using again nrow command, and further for hypothesis testing of difference in
proportion, we would need to compute P which is the pool proportion.

And if you remember, this is the formula for computing pool proportion, n1 into into P1 plus n2n2 P2 divided by n1
plus n2, and the sigma would be square root of P x 1 - P multiplied by 1 upon n1 plus 1 upon n2.

We have seen this formula in lectures. We have the sigma. So, we can calculate the test statistic. It would be P1 minus
P2 divided by sigma. So, the test statistic is minus 0.01, and we can compute the critical value using gnorm function.
Because it is a 2-tailed test, we'll use alpha by two, which is 2.5 and 1 minus 2.5 is 97.5. So, we will use gnorm of 0.975.

dnorm(x)

spending_hm
spending_rent
t

z

2_test
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Critical value is 1.9. The test value is less than the critical value.

using the curve function. This is a 2-tailed test. So, the rejection
test statistics lies here. It does not lie in the rejection region.

We can also see it in the graph here. We are again

region would be on both side of the curves, and our

So based on the sample, we do not reject the null that default rate of customers with home mortgage is equal to

default rate of customers who live on rents.
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DECISION CRITERIA

\

Default Rate Credit Spending
Is there difference in default Is there difference in credit
rate of customers with home spending of customers with
mortgages and customers who home mortgages and those
rent? who rent?

c )

So, we have checked for the first factor default rate, we could not reject the null that the two groups have same
default. Had they been different, and we could identify a group with a lower default rate, Golden Corp would have
focused on that group to increase its revenue.

Next, we will check if there is difference in credit cards spending of customers with home loans and customers will live
on rental properties. Generally speaking, customers or group who have a higher credit card bill are generally more
valued by a bank or by a credit card company. It is a group which is generating more revenue for them.

Connections  Tutorial

rent 409 obs. of 8 varicbles

i num [1:2] 694 704
nt [1:116] 714 713 678 729 714 716 725 716 707 GS.
. 699.172413793103
1 0.220918043707171
"2 .188569558117841
1161
n 409L
se3L

Files  Plots  Packages Melp  Viewer -

Console  Ter Jobs - P 2om Bepon. O f %, Publish -

Rent
Rent
t CreditSpending
0.09909851
0.25099778
0.20100277
12 1 0.23099904 3 -2 -1 0 1 2 3

S¥BRauns
dnorm(x)
00 01 02 03 04

0.50000000
1 0 0.25499893

So, let's now check the hypothesis if we can see a difference in credit card spending of customers who have home
loans versus customers who live on rent. First, we will approximate the credit spending using monthly debt or monthly
credit card bill divided by the monthly income.

So, we will define a new column in the data set called credit spending, which is the monthly credit card bill as
proportion of their income. So, we define this variable in both the groups. So, we have a new column called credit
spending.

We want to conduct a difference in mean hypothesis. We want to test if credit spending of renters is equal to credit
spending of those who have a house loan. So, we can define the null as credit spending of renters is equal to credit
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spending of those who have a house loan, and the alternative would be credit spending of renters is not equal to credit
spending of those with a house loan.
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Next, we can define the variables. So, we have n1 has lend of rent dollar credit spending, m1 as mean of rent dollar
credit spending and standard deviation is s1, which is SD rent dollar credit spend.

Similarly, we have n2, m2, and s2 for those who have house loan. So, we can conduct the difference in mean test using

t sum dot test function, we define mean dot x s dot x and dot x as n1, s1 and n1. And similarly for the second sample,
we define m2, s2, and n2.

Once you run this, you can see that the 95% confidence interval for difference in means is 0.01 to 0.04. A null is the
mean of first sample is equal to mean of second sample that is mul minus mu2 is equal to zero. Since zero does not
lie in this interval, we reject the null that credit spending of the two groups is same.
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We can further test the hypothesis that spending of renters is less than spending of home loans. So, we will define the
null as credit spending of renters less than equal to credit spending of home loans or mul is less than equal to mu2,
and the alternative will be credit spending of renters is greater than credit spending of home loans.



upGrad

So, as our alternative is greater, in the t sum dot test function, we'll add another argument alternative equal to greater.
So, the one-sided confidence interval or lower bound is 0.01, that is, based on this sample, we are 95% confident that
the difference between credit spending of renters and credit spending of home loans is greater than or equal to 0.01.
Since 0 does not lie in this interval, we reject the null that credit spending of those who rent is less than or equal to
credit spending of those who have home loans.

DECISION CRITERIA

~N

Default Rate Credit Spending
The analyst fails to rejects the The analyst rejects the null
null hypothesis, so default rate hypothesis, it means that the
of customers with home loans credit spending of customers who
is similar to that of customers rent is higher than that of
who rent, so both are equally customers who have home
risky mortgage

o J

So, coming back to choosing a better target, Ram concludes that based on the above sample, he cannot reject the
hypothesis that default rate between the two groups is same. Further, he is able to reject the hypothesis that means
spending of those who rent is less than means spending of those who have a house loan.

CASE STUDY

o

Inference

Golden Corp. should have stricter examination of applicants with credit score less than 703.45
The company should be cautious of applicants who have more than 10 bank accounts

The marketing strategy of the company should be such that more focus is given to customers who are living on rent
against those who have home mortgage.

Finally, based on the sample study, Ram concludes three points and reports them to Ms. Gocha.

1. Golden Corp should have stricter examination of applicants with credit score less than 703.4. We found that
on average, there is a 95% chance that the credit score of defaulters is less than 703.4.

2. Secondly, Golden Corp should be cautious of applicants who have more than 10 bank accounts. Based on the
sample, we fail to reject the null that default rate of customers with more than 10 accounts exceed 20%.
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3. Finally, as we saw in the last test, it should target its marketing strategies to attract customers who are living
on rent versus those who have a home mortgage.
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